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I. Introduction

The running costs of data centers are dominated by

the need to dissipate heat generated by thousands of

server machines. Higher temperatures are undesirable

as they lead to premature silicon wear-out; in fact,

mean time to failure has been shown to decrease

exponentially with temperature (Black’s law [2]).

Although other server components also generate heat,

microprocessors still dominate in most server config-

urations and are also the most vulnerable to wear-

out as the feature sizes shrink. Even as processor

complexity and technology scaling have increased

the average energy density inside a processor to

maximally tolerable levels, modern microprocessors

make extensive use of hardware structures such as

the load-store queue and other CAM-based units, and

the peak temperatures on chip can be much worse

than even the average temperature of the chip. In

recent studies, it has been shown that hot-spots inside

a processor can generate ∼ 800W/cm2 heat flux

whereas the average heat flux is only 10−50W/cm2,

and due to this disparity in heat generation, the

temperature in hot spots may be up to 30 ◦C more

than average chip temperature.

The key problem processor hot-spots create is that

in order to prevent some critical hardware structures

from wearing out faster, the air conditioners in a

data center have to be provisioned for worst case

requirements. Worse yet, air conditioner efficiencies

decrease exponentially as the desired ambient tem-

perature decreases relative to the air outside. As a

result, the global cooling costs in data centers, which

nearly equals the IT equipment power consumption,

are directly correlated with the maximum hot spot

temperatures of processors, and there is a distinct

requirement for a cooling technique to mitigate hot-

spots selectively so that the global air conditioners

can operate at higher, more efficient, temperatures.

We observe that localized cooling via superlattice

microrefrigeration presents exactly this opportunity

whereby hot-spots can be cooled selectively and

allow global coolers to operate at much more efficient

temperatures. Recent advances in processor cooling

technologies have demonstrated that thermoelectric

coolers (TEC), which use a Peltier effect to form heat

pumps, can be used to reduce the temperature of hot

spots. By applying a thermoelectric cooler between

the heat spreader and the processor die and applying

current selectively at the hot spots, heat from the hot-

spots can be spread much more efficiently. The ability

to implement such thermoelectric coolers on a real

silicon device has been demonstrated recently [3], al-

beit for small prototype chips. The key question then,

that needs to be answered before such thermoelec-

tric coolers can be integrated in commodity server

processors, is “What is the potential for superlattice

microrefrigeration to reduce global cooling costs in

data centers?”.

Fig. 1: Heat Flow

In order to answer this question, we present a

comprehensive analysis of the impact of thermoelec-

tric coolers on global cooling costs. Our thermal

analysis covers all aspects of cooling a server in

a data center, and integrates on-chip dynamic and

leakage power sources with a detailed heat diffusion
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model of a processor (that models the silicon to

the thermoelectric cooler to the heat spreader and

the heat sink) and finally the computer room air

conditioner (CRAC) efficiency, as shown in Figure 1.

In Section II, we present the components of the

system model.

II. Modeling Chip to Data-center Cooling

In order to quantify the benefits of using TEC

based cooling, we need to estimate the peak tem-

perature, which determines the mean time to failure

(MTTF), as well as the consumption of power by

the microprocessor - taking into account the leakage

and temperature feedback loop. We use curve fitting

techniques along with ITRS [1] data to model the

leakage power consumption in the active layer. We

use the finite difference method of computing the

steady state temperature by solving heat diffusion

equation (1) with boundary condition of convective

cooling (equation (2)) using an explicit method which

promises greater scalability for fine grain analysis.

TEC is modeled as a heat soure at the hot side and a

sink at the cold side with pumping rate as shown

in equation (3), and we model CRAC efficiency

(Coefficient of Performance) with equation (3) as

proposed by Moore et al. [4] for estimating the

cooling power consumption.
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By integrating all the models, cooling power at

(TAmb + ∆) ambient temperature is estimated as

equation (4). We perform our experiments by collect-

ing dynamic power density traces of several SPEC

CPU2000 benchmarks. Leakage power is modeled

using ITRS data [1] and as a 3rd order function of

temperature. We developed a tool that solved the heat

diffusion equations (1) - (3) using the finite difference

method to estimate the total power consumption

and the temperature profile of the chip-package. We

present the results only for a representative bench-

mark apsi in Section III.

Fig. 2: Effect of TEC of Thermal-profile

III. Results

By increasing the ambient temperature by 5 ◦C

(288K to 293K), the peak temperature of the die

increases, and by using a TEC layer, the peak

temperature is reduced as shown in Figure 2. We

experiment with various TEC pumping capacities

(400, 500, 600, 800W/cm2 ) and present the result

for apsi in Figure 3 where bars plotted agains y1

axis indicate the cooling power consumption, and

MTTF of the hottest point is plotted against the y2

axis. Through curve-fitting, we find that TECs allow

the CRAC to operate at 6.5 ◦C higher temperatures

(294.5K) which translates into a 25.73% reduction

in cooling power, while maintaining the same worst-

case on-chip temperatures i.e. without degrading the

lifetime of the processor.

Fig. 3: Effect of TEC on cooling power and MTTF
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